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Abstract

This paper evaluates models that exploit timely monthly releases to compute early estimates of current quarter GDP (now-casting) in the euro area. We compare traditional methods used at institutions with a new method proposed by Giannone, Reichlin, and Small (2005). The method consists in bridging quarterly GDP with monthly data via a regression on factors extracted from a large panel of monthly series with different publication lags. We show that bridging via factors produces more accurate estimates than traditional bridge equations. We also show that survey data and other ‘soft’ information are valuable for now-casting.
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1 Introduction

This paper evaluates different methods to construct early estimates and short term forecasts of quarterly GDP growth for the euro area, exploiting timely releases of monthly data.

Forecasting the present is an important task in Central Banks and, in particular, in the euro area. GDP data are published with a considerable delay. The first official release is the Eurostat’s flash estimate of euro area GDP growth which is published six weeks after the end of the reference quarter). As a consequence, policy decisions have to rely on other information which is released in a more timely manner. More timely information have monthly or higher frequency and include “hard” indicators, like industrial production which is released six weeks after the end of the reference month, while “soft” indicators such as survey data which are released at the end of, or few days after, the reference month.

Monthly indicators are routinely used in judgemental forecasting to form a view on current economic conditions before GDP data are made available. Statistical models which can perform this exercise and exploit timely information must deal with mixed frequency (using monthly data to nowcast quarterly GDP) and jagged edges (at the end of the sample, different variables will have missing points corresponding to different dates in accordance with their timeliness). In policy institutions models that have these characteristics go under the name of ‘bridge equations’. These are predictive equations that bridge monthly information with quarterly ones.

More precisely, bridge equations are regressions of quarterly GDP growth on a small set of preselected key monthly indicators. This simple modelling strategy has been popular among policy institutions which commonly pooled several GDP forecasts from bridge equation models so as to consider information from a large number of predictors. In this paper we will focus on two main implementations of this technique: an approach, implemented at the ECB, that combines a number of selected bridge equations based on multiple regressors (see Diron, 2006; Rünstler and Sédillot, 2003) and an approach, which pools forecasts of GDP based on a large number of bridge equations with only one predictor each (see Kitchen and Monaco, 2003).

An alternative way to exploit large information to bridge monthly and quarterly variables has been proposed by Giannone, Reichlin, and Small (2005), first applied on US data at the Board of Governors of the Federal Reserve and now also regularly implemented at the ECB. This method consists in combining predictors in few common factors which are then used as regressors in bridge equation via the Kalman filter.

The first part of the paper will present an out-of-sample evaluation of the three methods, estimated with
different specification choices. The design of the experiment is pseudo-real time in the sense that we will replicate the data availability situation that is faced in real-time application of the models and that the models are re-estimated using only the information available at the time of the forecast. However, our design differs from a perfect real-time evaluation since we use final data vintages and hence ignore revisions to earlier data releases.

Although there is a large literature comparing the forecasting accuracy of factor models and forecast averaging, no paper has focus on now-casting and therefore on forecasting combination and factor forecast with bridging. This is important since forecasting improvement of GDP with respect to naive models is mainly limited to current quarter (D’Agostino, Giannone, and Surico, 2006).

We evaluate the impact of new data releases on current GDP nowcast throughout the quarter. We update the model two times per month, at the mid and at the end of the month and measure the accuracy of the forecasts computed using the information available at each date. This allows to understand the importance of different types of releases since the end of month update incorporates essentially the releases of ‘soft’ data while the mid of the month update incorporates mainly ‘hard’ data. Moreover, following Banbura and Rünstler (2007) we will study the weight the model attaches to ‘soft’ and ‘hard’ data to nowcast GDP. Both exercises will allow us to quantify the reliability of ‘soft’ data for the euro area case.

The paper is structured as follows. Section 2 describes the bridge techniques. Section 3 briefly reviews the alternative modelling strategy proposed in Giannone, Reichlin, and Small (2005) which relies on combining predictors in a few common factors. Section 4 provides an assessment on the empirical performance of these alternative methods. This section further reviews how to retrieve policy relevant information from the predictions of the ‘bridging with factors’ model, in effect rendering this model less mechanical in nature. Section 5 concludes.

2 Bridge equations (BE)

A traditional modelling strategy for obtaining an early estimate of quarterly GDP growth by exploiting information in monthly variables is based on the so-called ‘bridge equations’ (BE). ‘Bridging’ stands for linking

---


2 A recent Euro-system project (see Rünstler, Barhoumi, Cristadoro, Reijer, Jakaïiene, Jelonek, Rua, Ruth, Benk, and Nieuwenhuyze (2008)) provides results from a streamlined version of this paper, but based on different country data-sets.
monthly data, typically released early in the quarter, with quarterly data, such as GDP and its components that are released late and are not available at monthly frequencies.

The bridge equations under regular use in several policy institutions, including the ECB, rely on selected indicators, which have been shown to contain some predictive content for quarterly GDP growth (see Baffigi, Golinelli, and Parigi, 2004; Diron, 2006; Kitchen and Monaco, 2003; Rüstler and Sédillot, 2003).

Let us denote quarterly GDP growth as $y^Q_t$ and the vector of $k$ selected stationary monthly indicators, for every bridge equation $j$, as $x^j_t = (x^j_{1,t}, \ldots, x^j_{k,t})'$, $t = 1, \ldots, T$. The bridge equation is estimated from quarterly aggregates of the monthly data. Predictions of GDP growth are obtained in two steps. In a first step, the monthly indicators are forecast over the remainder of the quarter to obtain forecasts of their quarterly aggregates, $x^j_{it}$. The forecasts of the monthly predictors are typically based on univariate time series models.

In a second step, the resulting values are used as regressors in the bridge equation to obtain the GDP forecast. We have:

$$y^Q_t = \mu + \sum_{i=1}^k \beta^j_i(L)x^j_{it} + \varepsilon^Q_t$$

where $\mu$ is an intercept parameter and $\beta^j_i(L) = \beta^j_{i0} + \ldots \beta^j_{is(i)}L^{s(i)}$ denote lag polynomials of length $s(i)$.

The models are designed to be used in real time and that at each date of the forecast some series, due to publication lags, will have missing data at the end of the sample. Moreover, due to the different timing of data releases, the number of missing data differs across series. Missing data are typically forecasted using univariate monthly autoregressive models.

Bridge equation can handle only a limited set of predictors. Information from many predictors is incorporated by combining predictions from many small models (see Diron, 2006; Kitchen and Monaco, 2003). An alternative route to incorporate large information consists in combining the predictors into few common factors.

3 Bridging with factors (BF)

In order to exploit information of many timely monthly releases to obtain an early estimate of quarterly GDP growth, an alternative to averaging many bridge equation, is to use estimated common factors as regressors. This idea was first introduced by Giannone, Reichlin, and Small (2005) and applied to US data.
In a nutshell, the idea of this approach is to compute factors from a large panel of monthly data. Factors are averaged so as to obtain quarterly series which are then used as regressors in the GDP equation; where time aggregation is such that the quarterly series corresponds to the third month of the quarter. Missing observations for the first and second quarter are computed via the Kalman filter.

Consider the vector of \( n \) stationary monthly series \( x_t = (x_{1,t}, \ldots, x_{n,t})' \), \( t = 1, \ldots, T \), which have been standardized to mean zero and variance one. The dynamic factor model considered by Giannone, Reichlin, and Small (2005) is then given by the equations

\[
\begin{align*}
    x_t &= \Lambda f_t + \xi_t, \quad \xi_t \sim N(0, \Sigma_{\xi}), \\
    f_t &= \sum_{i=1}^{p} A_i f_{t-i} + \zeta_t, \\
    \zeta_t &= B \eta_t, \quad \eta_t \sim N(0, I_q).
\end{align*}
\]

From an \( n \times r \) matrix of factor loadings \( \Lambda \), equation (2) relates the monthly series \( x_t \) to a \( r \times 1 \) vector of latent factors \( f_t = (f_{1,t}, \ldots, f_{r,t})' \) plus an idiosyncratic component \( \xi_t = (\xi_{1,t}, \ldots, \xi_{n,t})' \). The latter is assumed to be multivariate white noise with diagonal covariance matrix \( \Sigma_{\xi} \). Equation (3) describes the law of motion for the latent factors \( f_t \), which are driven by \( q \)-dimensional standardized white noise \( \eta_t \), where \( B \) is a \( r \times q \) matrix, where \( q \leq r \). Hence \( \zeta_t \sim N(0, BB') \). Finally, \( A_1, \ldots, A_p \) are \( r \times r \) matrices of parameters and it is further assumed that the stochastic process for \( f_t \) is stationary.

Let us now define quarterly GDP growth as the average of monthly latent observations: \( y^Q_t = (y_t + y_{t-1} + y_{t-2}) / 3 \) and obtain quarterly factors as \( f^Q_t = (f_t + f_{t-1} + f_{t-2}) \). The factors-based bridge equation is then defined as:

\[
\hat{y}^Q_t = \beta' f^Q_t.
\]

where \( \beta \) is an \( r \times 1 \) vector of parameters. In the 3\(^{rd} \) month of each quarter, we evaluate the forecast for quarterly GDP growth, \( \hat{y}^Q_t \), as the quarterly average of the monthly series:

\[
\hat{y}^Q_t = \frac{1}{3}(\hat{y}_t + \hat{y}_{t-1} + \hat{y}_{t-2})
\]

and define the forecast error \( \varepsilon^Q_t = y^Q_t - \hat{y}^Q_t \). We assume that \( \varepsilon^Q_t \) is distributed with \( \varepsilon^Q_t \sim N(0, \sigma^2_\varepsilon) \). Innovations \( \xi_t, \zeta_t, \) and \( \varepsilon^Q_t \) are assumed to be mutually independent at all leads and lags.

In order to insure consistency among monthly indicators and quarterly GDP, all monthly variables are transformed so as to insure that the corresponding quarterly quantities are given by \( x^Q_t = (x_{1t} + x_{1t-1} + x_{1t-2}) \) where \( t = 3k \) and \( k = 1, \ldots, T/3 \). This implies that series in differences enter the factor model in terms of 3
month changes which is consistent with having defined quarterly GDP growth as the three month average of monthly latent observations.

Having specified the bridge equation we now have to deal with the fact that the monthly panel is unbalanced at the end of the sample due to different publication lags of the data. A key feature of the model by Giannone, Reichlin, and Small (2005) is that it deals easily with the unbalanced data set problem. From the state space form of the model, Kalman filter techniques can be easily applied. Precisely, to obtain efficient forecasts of GDP growth $y_t^Q$ from the unbalanced data sets, the Kalman filter and smoother recursions is applied to the state space representation of this model.\(^3\) The advantage of this framework over that of the simple bridge equations is that instead of forecasting missing values on the basis of a univariate autoregressive model, we obtain a forecast compatible with the model which exploits multivariate information.

Let us denote $z'_t = (x'_t, y_t^Q)$ and consider a data set $Z_T = \{z_s\}_{s=1}^T$ that has been downloaded on a certain day of the month and might contain missing observations for certain series at the end of the sample. Following Giannone, Reichlin, and Small (2005), a model-based measure for the uncertainty of forecasts from any data set $Z_t$ can be easily computed by noting that the variance of the forecast error for $y_t^Q+\tau$ can be decomposed into

$$\text{var}(\tilde{y}_t^Q+\tau | t) = \pi_t^Q+\tau | t + \sigma^2$$

where $\pi_t^Q+\tau | t = \text{var}(\tilde{y}_t^Q+\tau - \hat{y}_t^Q+\tau | t)$ represents the effect stemming from the uncertainty in forecasts $f_t^Q+\tau | t$ of the latent factors.\(^4\) We denote $\pi_t^Q+\tau | t$ as filter uncertainty, as opposed to residual uncertainty $\sigma^2$.

Giannone, Reichlin, and Small (2005) have pointed that $\pi_t^Q+\tau | t$ can be used for inspecting the information content of new data releases. Consider two data sets $Z_t^{\text{(date 1)}}$ and $Z_t^{\text{(date 2)}} \supseteq Z_t^{\text{(date 1)}}$, hence $Z_t^{\text{(date 2)}}$ is downloaded on a later date. With parameters $\theta$ being estimated from data $Z_t^{\text{(date 1)}}$ in both cases, it can be shown that

$$\pi_t^{\text{(date 1)}} = \pi_t^{\text{(date 2)}} + \text{var} \left[ \tilde{y}_t^Q, \text{(date 1)} - \hat{y}_t^Q, \text{(date 2)} \right].$$

Hence, $\pi_t^{\text{(date 1)}} \geq \pi_t^{\text{(date 2)}}$ and filter uncertainty necessarily increases when information is withdrawn. Empirical results will be shown below.

\(^3\)See Appendixes A1 and A2 for further details.

\(^4\)For the state space representation shown in the appendix, $\pi_t^Q+\tau | t$ is obtained from the corresponding elements of matrix $P_t^Q+\tau | t$ defined in equation A.5.
In its regular monitoring of economic activity in the euro area, ECB staff uses a set of bridge equations that has gradually developed in recent years. This also includes equations to forecast the demand components of the national accounts and GDP of euro area member states, respectively (see Diron, 2006; Rünstler and Sédillot, 2003). The GDP forecast is derived as the simple average of the predictions from all the equations. In this paper we consider a subset of these equations, i.e. twelve bridge equations, which are designed to forecast euro area GDP directly, and derive the GDP forecast as the simple average of the predictions from these equations. They contain in various combinations, a small set of selected indicators for the euro area: industrial production, industrial production in construction, retail sales, new car registrations, the unemployment rate, money M1, the European Commission business and service confidence indices, and, among composite indicators, the OECD leading indicator, and the CEPR-Bank of Italy coincident indicator for the euro area ‘EuroCoin’. The models used in each of the 12 individual equations are listed in Table 1. The GDP forecast is derived as the simple average of the predictions from such equations. In what follows we will refer to the method as BES model, standing for Bridge Equations based on Selected predictors.

<table>
<thead>
<tr>
<th>Explanatory variables</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indutrial production (total)</td>
<td>1 2 3 4 5 6 7 8 9 10 11 12</td>
</tr>
<tr>
<td>Ind production construction</td>
<td></td>
</tr>
<tr>
<td>Retail sales</td>
<td></td>
</tr>
<tr>
<td>New car registrations</td>
<td></td>
</tr>
<tr>
<td>Service confidence</td>
<td></td>
</tr>
<tr>
<td>Unemployment rate</td>
<td></td>
</tr>
<tr>
<td>Money M1</td>
<td></td>
</tr>
<tr>
<td>Business confidence</td>
<td></td>
</tr>
<tr>
<td>EuroCoin (CEPR)</td>
<td></td>
</tr>
<tr>
<td>OECD leading indicator</td>
<td></td>
</tr>
</tbody>
</table>

With the exception of EuroCoin and the service confidence index, the data have been transformed to represent monthly differences when expressed in rates (unemployment and business survey) and monthly growth rates otherwise. All series appear at lag 0 in the equations, i.e. $\beta_j^i(L) = 1$ with the exception of EuroCoin, which appears at lag 1, i.e $\beta_j^i(L) = L$, and real money, which appears at lag 2, i.e $\beta_j^i(L) = L^2$.

The factor model will be based of a larger information set incorporating a wide range of monthly indicator. The predictors include $n = 85$ monthly indicators. Among official data on euro area economic activity, the monthly series contain 19 series, i.e. components of industrial production (17), retail sales, new passenger car registrations. As to survey data, we use 24 series from the European Commission business, consumer, retail...
and construction surveys. Financial data comprise 22 series including exchange rates (6), interest rates (7), equity price indices (4), and raw material prices (5). As to the international economy the data contain 11 series including key macro-economic indicators for the US (7) and extra area trade volumes from the balance of payments statistics (4). In addition, the data set includes 5 series related to employment and 4 series on monetary aggregates and loans. We have transformed series to obtain stationarity. The series and their transformations are described in Appendix A3.

We will also produce early estimates of GDP growth averaging many bridge equations based on the same information set used for bridging with factor. We will assess the forecasting performance of an average of the predictions obtained by the eighty-five univariate bridge equations. Each equation $j$ predicts quarterly GDP growth from the quarterly aggregate of stationary monthly indicator $x_{1t}^Q$ where:

$$y_t^Q = \mu_j + \beta_j^Q(L)x_{1t}^Q + \varepsilon_t^Q$$  \hspace{1cm} (8)

The idea of model averaging to combine information from large data-sets has been discussed largely in Hendry and Clements (2004). This method has been used for early estimates of GDP growth by the US Treasury (Kitchen and Monaco, 2003). In what follows we will refer to the method as BEA model, standing for Bridge Equations based on All predictors.

4.1 Design of the simulated pseudo out-of-sample exercise

We evaluate the forecasting accuracy of different methods under realistic informational assumptions. We design the forecasting evaluation exercise by mimic as closely as possible the real-time flow of information, by replicating the real time pattern of data availability. The parameters of the model are estimated recursively using only the information available at the time of the forecast. We do not have a real-time database for all the predictors considered, therefore we will not be able to take into account the real-time data revisions.

Taking into account the real time data flow is important to understand the marginal impact of blocks of releases since the latter depends on their order. The order of data arrival and the publication lag are particularly important when data are nearly collinear as it is the case for macroeconomics series. In this case, the block that is more timely has a larger information content since, by the time the later release is published, its informational content is already incorporated in the forecast.

In principle, the now-cast from each model can be computed whenever new data are released within the month. The Giannone, Reichlin, and Small (2005) factor model implemented at the Fed is updated once a week while
at the ECB the same model and the bridge equations are updated twice a month, in relation to data releases at the end of the month and the release of important ‘hard’ data such as industrial production in the middle of the month.

We will replicate this practice at the ECB and thus conduct two forecasts per month which replicate the data availability prevailing at the time of the two monthly updates. More precisely, we use a data set downloaded on 25 February 2008 and combine this with the typical data release calendar to re-construct data availability at the end of the month (end) and in the middle of the month (mid).

The data situation at the end of the month coincide with the release of financial market data and survey data for the previous month and retail trade turnover and monetary aggregates with a lag of one month. Around the middle of the month the bulk of ‘hard’ data on economic activity, including data on industrial production, external trade and new passenger car registrations are released. The attribution of releases to each update is described in the last column of the Table in appendix A3.5

For GDP of a certain quarter, we will produce a sequence of forecasts in seven consecutive months prior to the release.

Starting from these two data sets, \( Z_T^{(i)} = \{x_s\}_{s=1}^T \) for \( i = \{\text{end, mid}\} \), we define a pseudo real-time data set \( Z_T^{(i)} = \{x_s\}_{s=1}^t \) as the observations from the original data set \( Z_T^{(i)} \) up to period \( t \), but with observation \( x_{i,t-h} \), \( h \geq 0 \), eliminated, if observation \( x_{i,T-h} \) is missing in \( Z_T^{(i)} \).

Notice that, we could have updated the model more frequently throughout the month as done in the evaluation on US data by Giannone, Reichlin, and Small (2005). There use was made of a stylized calendar which allowed us to measure the marginal impact of the releases in that calendar on the now-cast. Such a detailed analysis is more difficult with European data since releases are clustered and the relative order of different data releases has changed over the evaluation period. Therefore, for this application, the model is updated only twice a month, in relation, roughly, to the release of ‘soft’ (end of month) and ‘hard’ (mid-month) data respectively. In this case the order of the stylized calendar is not far from reality since there are only two large groups and hence changes in the ordering over the evaluation sample are rather limited.

Therefore, the mid-of-month and the end-of-month updates reflect the incorporation of ‘hard’ and ‘soft’ data respectively, hence by looking at the evolution of the forecasts and its accuracy it is possible to assess the impact of hard and soft data on GDP.

---

5 The international data in our data set are published at various dates and we therefore attributed them accordingly.
4.2 Empirical specification of the models

There are several parameters to be specified: the number of lags for the bridge equations; the number of factors $r$, the number of shocks $q$ and the lag length $p$ of the VAR on the factors.

**Bridge equations.** Model specification is either based on information criteria or on the RMSE criterium. The information criteria used is that proposed in Schwarz (1978) and will be referred to as SIC. For the BEA model, the lag length is chosen from the SIC for each equation individually at each point in time. We search lags in the range $[0, 4]$ and also consider the averages across this range. For the BES model the lag length is fixed ex-ante using the specification that is actually used at the ECB.\(^6\) For the BEA model, parameters are also chosen on the basis of a recursive RMSE criterium. According to this criterion we chose the parametrization that, at each point in time, produces the minimum RMSE for the forecast computed up to that point. In addition, we will consider simple forecast averages across a range of specifications. For both BES and BEA, we use the autoregressive model on the monthly growth rates (or monthly difference) to forecast the missing observations for the predictors; lag length is selected by the SIC.

**Bridging with factors.** Here use is made of both the RMSE and the information criteria, together with forecast averages across a range of specifications. For the RMSE we consider the lowest average RMSE over the entire forecast horizon. For instance, in 2003Q4, the available forecast errors are from 1999Q1 to 2003Q2 and this sample is used for model selection. As information criteria we use criterion IC\(_2\) from Bai and Ng (2002) to determine $r$ within a range of $[1, 8]$. Given $r$, we estimate equation (3) and determine lag length $p$ from the SIC within a range of $[1, 4]$. Finally, we apply principal components analysis to the estimated residuals $\hat{\zeta}_t$ and follow Bai and Ng (2007) in selecting $q$ as the smallest value that satisfies the condition 

\[
\left(\sum_{i=q+1}^r \hat{\lambda}_i\right) / \left(\sum_{i=1}^r \hat{\lambda}_i\right) < q_{\text{crit}},
\]

where $\hat{\lambda}_i$ are the ordered eigenvalues from the sample covariance matrix of $\zeta$ and $q_{\text{crit}}$ is an appropriate critical value.

For both information and RMSE criteria, the model is selected from the range $r = [1, 8]$, $q = [1, \min(5, r)]$, and $p = [1, 4]$. Forecast averages are also taken over this range.

\(^6\)The specification is based on the findings in Diron (2006) and Rünstler and Sédillot (2003), and mostly selects lag 0. This of course may bias results against them.
4.3 Forecasting performance

The models are evaluated by looking at the out-of-sample forecasting performances during the period 1999Q1 to 2007Q2. For GDP of a certain quarter, a sequence of forecasts in seven consecutive months prior to the release are computed. Furthermore, we conduct two forecasts per month, which replicate the data availability prevailing at the end of the month and in the middle of the month.

Figure 1: euro area GDP growth and model forecasts.

The figure reports the forecasts from the three models under study against the GDP numbers. For the BF and the BEA models the average performance across the different specifications is reported. Values shown are the forecasts conducted at the end of months 7, 4, and 1, respectively, prior to the release of the GDP flash estimate.

Figure 1 shows the forecasts from the BF model and the two implementations of the bridge equation model, BES and BEA respectively. Results show that the factor model forecast tracks GDP more accurately, in particular during the pronounced slowdown in 2001-2003. The BEA produces forecasts which are rather flat.
In the x-axis we write $-i$ end to indicate the forecasts conducted using information available at the end of $i$ months ahead of the data release; we use $-i$ mid to indicate the forecast computed using information available in the middle of the month. See text for more details. For the BF and the BEA models the average performance across the different specifications is reported. The NAIVE forecast predicts GDP growth to be equal to the average of past GDP growth.

However, the BES starts tracking GDP dynamics one month before the first GDP release.

We compute out-of-sample measures for all models. Precisely, we look at the evolution of the RMSE for the now-casts computed after each data release within the quarter when GDP growth is projected on available monthly data series. Results are shown in Figure 2, which reports the RMSE for all models as well as for the naive constant growth forecast. For the BF model the Figure shows the RMSE derived from the average across specifications while detailed results for all parameterizations are reported in Table 2.

From both Figure 2 and Table 2 we can see that, for the BF model, there is a clear decline of the RMSE with the increase in monthly information. For the averages across different specifications, for instance, the RMSE declines steadily from .338 to .234, an improvement of around 30%. This feature is less clear for the bridge equations, especially the BEA specification whose performance does not improve over the quarter. Notice that the BES model becomes more accurate once there is less than 2 months to go for the release of GDP. This matches the time when industrial production for the current quarter is included for the first time. The result is not surprising as the BES makes extensive use of ‘hard’ data.

In general, we find that the BF model uniformly outperforms the AR(1) benchmark and the bridge equations.
Table 2: Root mean squared error from short-term forecasts (1999Q1 - 2007Q2).

<table>
<thead>
<tr>
<th>Quarter</th>
<th>Months to GDP release</th>
<th>Vintage</th>
<th>Benchmarks</th>
<th>BF Model</th>
<th>BE Models</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>NAIVE</td>
<td>AR(1)</td>
<td>RecRMS</td>
</tr>
<tr>
<td>Next</td>
<td>-7</td>
<td>-7 end</td>
<td>0.3473</td>
<td>0.3301</td>
<td>.3394</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-7 mid</td>
<td>0.3473</td>
<td>0.3301</td>
<td>.3440</td>
</tr>
<tr>
<td>Next</td>
<td>-6</td>
<td>-6 end</td>
<td>0.3473</td>
<td>0.3301</td>
<td>.3223</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-6 mid</td>
<td>0.3420</td>
<td>0.3446</td>
<td>.3195</td>
</tr>
<tr>
<td>Next</td>
<td>-5</td>
<td>-5 end</td>
<td>0.3420</td>
<td>0.3446</td>
<td>.3118</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-5 mid</td>
<td>0.3420</td>
<td>0.3446</td>
<td>.3125</td>
</tr>
<tr>
<td>Current</td>
<td>-4</td>
<td>-4 end</td>
<td>0.3420</td>
<td>0.3446</td>
<td>.2775</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-4 mid</td>
<td>0.3420</td>
<td>0.3446</td>
<td>.2740</td>
</tr>
<tr>
<td>Current</td>
<td>-3</td>
<td>-3 end</td>
<td>0.3363</td>
<td>0.2955</td>
<td>.2710</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-3 mid</td>
<td>0.3363</td>
<td>0.2955</td>
<td>.2600</td>
</tr>
<tr>
<td>Current</td>
<td>-2</td>
<td>-2 end</td>
<td>0.3363</td>
<td>0.2955</td>
<td>.2618</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-2 mid</td>
<td>0.3363</td>
<td>0.2955</td>
<td>.2299</td>
</tr>
<tr>
<td>Previous</td>
<td>-1</td>
<td>-1 end</td>
<td>0.3363</td>
<td>0.2955</td>
<td>.2172</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1 mid</td>
<td>0.3363</td>
<td>0.2955</td>
<td>.1987</td>
</tr>
<tr>
<td>Previous</td>
<td>0</td>
<td>0 end</td>
<td>0.3363</td>
<td>0.2955</td>
<td>.2057</td>
</tr>
</tbody>
</table>

The table reports root mean square forecast errors from different models computed at the end of the month (end) or in the middle of the month (mid) as explained in the main text. The parameterizations for the BF model and the BEA model have been selected using three criteria. Namely, recursive mean square forecast error (RecRMS); averaging across all possible parameterizations (Avg); and applying recursively information criteria (IC). Best ex-post refers to the BF model with parameter settings $r = 5$, $p = 3$ and $q = 1$, which gave the lowest RMSE over the whole forecasting sample.

across all horizons and independently from the specification selection method. This is most likely a reflection of the fact that, contrary to the bridge equation model, the factor model exploits the information content of cross correlations across series. The major gains occur for the intermediate horizons, i.e. the forecasts made 3 to 5 months ahead of the release of the GDP flash estimate. For these forecasts, the RMSE is about 20% lower compared to the AR(1) benchmark. Among specification selection methods differences are small. This is in line with R" unstler, Barhoumi, Cristadoro, Reijer, Jakaitiene, Jelonek, Rua, Ruth, Benk, and Nieuwenhuyze (2008) who found that information and recursive RMSE criteria perform about equally well across nine data sets. Bridge equations do not uniformly beat the AR(1) and any gains upon the latter are small. Differences between the various specification selection methods are also very small for the bridge equation models.

Let us also remark that the best ex-post parameterizations on the entire exercise for the BF model is: $r = 5$, $q = 3$, and $p = 1$, shown in Table 2 under the heading ‘Best ex-post’. Notice that this also corresponds to
In the x-axis we write \(-i\) end to indicate the forecasts conducted using information available at the end of \(i\) months ahead of the data release; we use \(-i\) mid to indicate the forecast computed using information available in the middle of the month. See text for more details.

the parameters chosen at the end of the evaluation sample using the recursive mean square forecast error criterion. This is the model selected for the last run at the end of the evaluation exercise from the recursive RMSE criterion. We use this parameterizations to compute the in-sample measure of uncertainty and also for the measures of contributions from economic indicators to the forecast reported below.

4.4 The marginal impact of data releases

From the factor model estimates, we can compute the marginal impact of data releases on the now-cast in two alternative ways.

First, following Giannone, Reichlin, and Small (2005), we can compute model based uncertainty as new data are published using equation (6). Results are reported in Figure 3 which illustrates that the general pattern of the out-of-sample measure is confirmed. Figure 3 further shows that the major reductions in model based uncertainty, reflected in the steps shown in the figure, come primarily with the releases of ‘soft’ data.

Second, following Banbura and Rünstler (2007), we can compute contribution (weight) of data releases to the forecast.
Values shown are mean absolute contributions of data groups, standardized by the standard deviation of GDP growth as explained in the text. ‘Data end’ and ‘Data mid’ refers to data availability at the end and in the middle of the month respectively. See appendix A3 for the precise definition of these two groups of data.

Since the pattern of data availability changes over time, the weight on each individual series changes throughout the quarter.\(^7\) By looking at the magnitude of their weight in the forecasts, we can understand which variables are useful and when. Banbura and Rünstler (2007) have proposed to compute the weights of the individual observations in the estimates of the state vector using an algorithm developed by Harvey and Koopman (2003). Again, weights can be calculated for an arbitrary information set with those weights related to missing data being set to zero. This allows expressing forecasts as a weighted sum of available observations in \(Z_t\), i.e.

\[
y^Q_{t+h|t} = \sum_{k=0}^{t-1} \omega_k(h)z_{t-k}, \tag{9}
\]

From this expression the contribution of series \(i\) to the forecast can be computed as \(c_{k,it} = \sum_{k=0}^{t-1} \omega_{k,i}(h)z_{t-k}\), where \(\omega_{k,i}(h)\) is the \(i^{th}\) element of \(\omega_k(h)\), \(i = 1, \ldots, n\). Results are reported in figure 4 which displays the mean absolute contribution, standardised with the sample standard deviation of GDP growth \(\sigma\), namely \(\frac{\sum_{t=1}^T |c_{k,it}|}{\sigma}\) and where time runs from 1999Q1 to 2007Q2, i.e. the evaluation sample.

Results show that the ‘soft’ data have most of the weight for earlier estimates. Later, when ‘hard’ data for

\(^7\)Notice that otherwise the filter is stationary and hence if it was unbalanced the weight of different blocks would not change.
the quarter are released, the weight on ‘soft’ information decreases in favor of the ‘hard’ data. Note that this is in line with the fact that, as shown by all results in this paper, the accuracy improves in earlier forecasts with the end-of-month update while for later forecasts it improves mainly with the mid-of-month release.

5 Conclusions

This paper evaluates pools of bridge equations and the ‘bridging with factors’ approach proposed by Giannone, Reichlin, and Small (2005) for the backcast, nowcast and short-term forecast of euro area quarterly GDP growth. This model provides a framework to exploit the data flow of monthly information during the quarter to forecast quarterly GDP and it allows to estimate the factors and compute missing observations due to publication lags within the same framework via the use of the Kalman filter.

In addition, we provide an out-of-sample evaluation of the models when updated at different dates of the month in relation with releases of ‘soft’ data and ‘hard’ data respectively.

Results indicate that the factor model improves upon the pool of bridge equations. In the case of the nowcast the root mean squared is lower by 10-15% and it is therefore a valid new tool to be used for short-term analysis.

We also show that, while the performance of bridge equations is fairly constant over the quarter, the RMSE of the factor model decreases with the arrival of new information. The advantage over bridge equations is particularly pronounced in the middle of the quarter, when it exploits a large number of early releases efficiently. Early in the quarters forecast errors decrease in relation to the release of ‘soft’ data since industrial production and ‘hard’ data in general are not yet available. At the end of the quarter, on the other hand, the decrease is marked in relation to the release of ‘hard’ data. This shows that timeliness is important and that, in order to evaluate the marginal improvement of groups of releases we need to condition on available information. The same point is shown by the fact that the contribution of the ‘soft’ data releases to the forecast is large at the beginning of the quarter and small at the end while the opposite is true for ‘hard’ data. Contrary to the bridge equations of the BES the bridging factor model makes use of a wide range of relevant ‘soft’ data. This translates into a better forecasting performance in particular at longer horizons, when the availability of ‘hard’ data for the reference quarter is scarce.
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Appendix

A1 State Space representation of factor model

We cast equations (2) to (5) in state space form in the manner explained in Banbura and Rüstück (2007). We construct a series $y^Q_t$ at monthly frequency such that it contains mean-adjusted quarterly GDP growth in the 3rd month of the respective quarter, whereas the remaining observations are treated as missing. The final row of observation equation (A.1), related to $y^Q_t$, is defined only for the 3rd month of the quarter and otherwise is skipped in application.

Aggregation rule (5) is implemented in a recursive way in equation (A.2), as from $\hat{y}_t^Q = \Xi_t \hat{y}_{t-1}^Q + \frac{1}{3}\hat{y}_t$, where $\Xi_t = 0$ for $t$ corresponding to the 1st month of the quarter and $\Xi_t = 1$ otherwise (Harvey, 1989:309ff). As a result, expression (5) holds in the 3rd month of each quarter. The inclusion of the GDP forecast in the state vector, $\alpha_t' = (f_t', \hat{y}_t', \hat{y}^Q_t')$, greatly facilitates the calculation of the various statistics discussed below.

\[
\begin{bmatrix}
  x_t \\
  y^Q_t
\end{bmatrix} =
\begin{bmatrix}
  \Lambda & 0 & 0 \\
  0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
  f_t \\
  \hat{y}_t \\
  \hat{y}^Q_t
\end{bmatrix} +
\begin{bmatrix}
  \xi_t \\
  \xi_t^Q
\end{bmatrix}
\]  
(A.1)

\[
\begin{bmatrix}
  I_r & 0 & 0 \\
  -\beta' & 1 & 0 \\
  0 & -\frac{1}{3} & 1
\end{bmatrix}
\begin{bmatrix}
  f_{t+1} \\
  \hat{y}_{t+1} \\
  \hat{y}^Q_{t+1}
\end{bmatrix} =
\begin{bmatrix}
  A_1 & 0 & 0 \\
  0 & 0 & 0 \\
  0 & 0 & \Xi_{t+1}
\end{bmatrix}
\begin{bmatrix}
  f_t \\
  \hat{y}_t \\
  \hat{y}^Q_t
\end{bmatrix} +
\begin{bmatrix}
  \zeta_{t+1} \\
  0
\end{bmatrix}
\]  
(A.2)

The estimation of the model parameters $\theta = (\Lambda, A_1, \ldots, A_p, \beta, \Sigma_\xi, B, \sigma^2_\varepsilon)$ is discussed in Giannone, Reichlin, and Small (2005). Briefly, $\Lambda$ is estimated from static principal components analysis applied to a balanced sub-sample of data $\{x_s\}_{s=1}^T$. This also gives sample estimates of the common factors. The latter are used to estimate equation (3) and a quarterly version of (4) by standard regression techniques. Matrix $B$ is estimated from principal components analysis applied to the estimated residuals $\hat{\zeta}_t$.

Let us finally remark that $(n, T)$ consistency of the factors for this two-step estimator whereby, in the first step, factors are estimated by principal component and, in the second step, they are re-estimated via the Kalman smoother, have been proven by Doz, Giannone, and Reichlin (2006b). The same authors, in a separate paper (Doz, Giannone, and Reichlin, 2006a), show that by iterating we obtain a quasi maximum likelihood estimator for the factors.
A2 Handling missing observations with the factor model

Let us denote \( z_t' = (x_t', y_t^Q) \) and consider a data set \( Z_T = \{z_s\}_{s=1}^T \) that has been downloaded on a certain day of the month and might contain missing observations for certain series at the end of the sample. For the state space form

\[
\begin{align*}
  z_t &= W(\theta)\alpha_t + u_t, \quad u_t \sim N(0, \Sigma_u(\theta)) \\
  \alpha_{t+1} &= T_t(\theta)\alpha_t + v_t, \quad v_t \sim N(0, \Sigma_v(\theta)),
\end{align*}
\]

with fixed \( \theta \) and any data set \( Z_t \) the Kalman filter and smoother provide minimum mean square linear (MMSLE) estimates \( a_{t+h|t}, P_{t+h|t} \),

\[
\begin{align*}
  a_{t+h|t} &= \mathbb{E}[\alpha_{t+h}|Z_t] \\
  P_{t+h|t} &= \mathbb{E} \left[(a_{t+h|t} - \alpha_{t+h})(a_{t+h|t} - \alpha_{t+h})^\prime\right],
\end{align*}
\]

for \( h > -t \).

To handle missing observations, the rows in equation (A.3) corresponding to the missing observations in \( z_t \) are simply skipped when applying the recursions, which is equivalent to setting to infinity the variance of the idiosyncratic noise related to the missing observations (on this point see Giannone, Reichlin, and Small (2005)).
A3  Data Appendix
The ‘Publication lag’ refers to the delay in months for releasing the data for a reference period. The date of release indicates if the release is included in the end or mid update of the model (see main text for further details). As for the transformation code is used to refer to differences while 2 is used when log differencing has been applied.